
Binding regulation proposed Exemptions

AI governance  
proposal

Safety 
requirements 
even if not 
binding?

Registration 
requirements?

Third-party 
safety audit 
requirements?

Burden of proof 
on developer 
to demonstrate 
safety?

Quantitative 
risk bounds?

Liability 
requirements?

Compute 
limits?

Doesn’t 
exempt open 
source?

Doesn’t 
exempt LLMs?

Doesn’t 
exempt 
military AI?

Calls for 
international 
regulatory 
body?

Doesn’t call 
for human 
replacement?

Proposes 
specific safety 
measures for AI 
systems, even if 
compliance is not 
enforceable.

Mandates the re-
cording and sub-
mission of specific 
details about an 
AI system prior 
to its training and 
deployment.

Stipulates that AI 
systems must un-
dergo a systematic 
and independent ex-
amination to ensure 
safety measures 
are met.

Obliges AI developers 
to proactively provide 
evidence or justifi-
cation of the safety 
of their systems 
prior to training and 
deployment.

Defines numerical 
thresholds or 
limits pertaining 
to the potential 
risks or harm an 
AI system might 
pose.

Outlines the responsi-
bilities and legal conse-
quences for developers 
or users should their AI 
system cause harm or 
operate outside of its 
defined parameters.

Sets boundaries 
on the computa-
tional resources 
or power that an 
AI system can 
use.

Does not exempt 
open-source or 
widely released 
AI models from 
the requirements 
of the proposal.

Does not exempt 
large language 
models from the 
requirements of 
the proposal.

Does not exempt 
military training 
and deployment 
of AI systems 
from the require-
ments of the 
proposal.

Advocates for the 
establishment of 
a global organiza-
tion responsible 
for overseeing 
AI safety and 
standards.

Refrains from 
advocating for 
the replacement 
of humanity with 
autonomous AI.

Sutton’s “AI Succession” ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌

Andreessen’s “Techno-
Optimist Manifesto” ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ❌ ✅

PAI’s “Deployment 
Guidance” ✅ ❌ ❌ ❌ ❌ ❌ ❌ ✅ ✅ ❌ ❌ ✅

Anthropic’s “Responsible 
Scaling Policy” (RSP) ✅ ❌ ❌ ❌ ❌ ❌ ❌ ✅ ✅ ✅ ❌ ✅

UK Government “Emerging 
Processes...Safety” ✅ ❌ ❌ ❌ ❌ ❌ ❌ ✅ ✅ ✅ ❌ ✅

President Biden’s Executive 
Order ✅ ✅ ❌ ❌ ❌ ❌ ❌ ✅ ✅ ✅ ❌ ✅

GovAI’s International AI 
Organization (IAIO) ✅ ✅ ✅ ❌ ❌ ✅ ❌ ✅ ✅ ✅ ✅ ✅

French EU AI Act revision 
proposal ✅ ✅ ✅ ✅ ❌ ❌ ❌ ❌ ❌ ❌ ✅ ✅

EU AI Act Compromise 
Proposal ✅ ✅ ✅ ✅ ❌ ❌ ❌ ✅ ✅ ❌ ✅ ✅

Chinese AI Policy ✅ ✅ ❌ ❌ ❌ ✅ ❌ ✅ ✅ ✅ ❌ ✅

AI Treaty Open Letter ✅ ❌ ❌ ❌ ✅ ❌ ✅ ✅ ✅ ✅ ✅ ✅

Treaty on AI Safety and 
Collaboration (TAISC) ✅ ✅ ✅ ✅ ❌ ✅ ✅ ✅ ✅ ✅ ✅ ✅

“Managing AI Risks in an 
Era of Rapid Progress” ✅ ✅ ✅ ❌ ❌ ✅ ❌ ✅ ✅ ✅ ✅ ✅

Ditchley Declaration ✅ ✅ ✅ ✅ ✅ ❌ ❌ ✅ ✅ ✅ ✅ ✅

FLI "Safety Standards 
Policy" (SSP) ✅ ✅ ✅ ✅ ✅ ✅ ❌ ✅ ✅ ✅ ✅ ✅

PauseAI’s proposal ✅ ✅ ✅ ✅ ❌ ✅ ✅ ✅ ✅ ✅ ✅ ✅

Yudkowsky’s “Shut it All 
Down” ✅ ✅ ✅ ✅ ✅ ✅ ✅ ✅ ✅ ✅ ✅ ✅

Non-AI Examples

FDA (Food & Drug 
Administration) ✅ ✅ ✅ ✅ ✅ ✅

FAA (Federal Aviation 
Administration) ✅ ✅ ✅ ✅ ✅ ✅

NRC (Nuclear Regulatory 
Commission ✅ ✅ ✅ ✅ ✅ ✅

https://www.youtube.com/watch?v=NgHFMolXs3U
https://a16z.com/the-techno-optimist-manifesto/
https://a16z.com/the-techno-optimist-manifesto/
https://partnershiponai.org/modeldeployment/
https://partnershiponai.org/modeldeployment/
https://www.anthropic.com/index/anthropics-responsible-scaling-policy
https://www.anthropic.com/index/anthropics-responsible-scaling-policy
https://www.gov.uk/government/publications/emerging-processes-for-frontier-ai-safety
https://www.gov.uk/government/publications/emerging-processes-for-frontier-ai-safety
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://cdn.governance.ai/International_Governance_of_Civilian_AI_OMS.pdf
https://cdn.governance.ai/International_Governance_of_Civilian_AI_OMS.pdf
https://www.chinalawtranslate.com/en/generative-ai-interim/
https://aitreaty.org/
https://taisc.org/taisc
https://taisc.org/taisc
https://managing-ai-risks.com/
https://managing-ai-risks.com/
https://pauseai.info/proposal
https://time.com/6266923/ai-eliezer-yudkowsky-open-letter-not-enough/
https://time.com/6266923/ai-eliezer-yudkowsky-open-letter-not-enough/

