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	Line Number: 163
	Comments: NIST has identified nine characteristics to define AI system trustworthiness. Each forms an integral part of how stakeholders are asked to perceive the idea of “trustworthiness” and implement the equation in Appendix A. An element that would complement this report is a disambiguation of the terms. Perhaps this was intended through the inclusion of Table 14 that is listed in the Table of Contents, but missing from the draft document. If this table provided definitions for accuracy, reliability, resiliency, objectivity, security, explainability, safety, accountability, and privacy, it would not only clarify their differences, but also inform the public as to how it should prioritize them. It is relevant to note that, through its vast catalog of publications, NIST has already generated definitions for many of these terms. Despite this, the authors should evaluate whether the context of AI systems requires their adjustment. 
	Resolution: 
	2: 465
	undefined: We ask NIST to consider discussing the implications of using this same scenario model for contexts where the user is an individual consumer (e.g. as with the music selection scenario used later) versus contexts where the user acts as an intermediate service provider on behalf of other entities or individuals (e.g. as with the medical diagnosis scenario where the user is a doctor making a diagnosis instead of the user being the patient receiving a diagnosis). As one example, it seems likely that contexts where a user acts as a service provider on behalf of others would tend to have higher stakes than similar situations where a user is an individual consumer. This is because a service provider acting on behalf of others would often make decisions that directly impact multiple individuals instead of only themselves. The presence of an intermediary human service provider between the AI system and another entity creates new functional relationships poorly represented by the equation of T(u,s,a) = f(UTP(u), PST(u,s, a)). For example, "User Trust Potential" must consider both the intermediate service provider (e.g., a doctor) and the end recipient (a patient). This is because some patients are bound to have less trust in their doctors than others, whether or not the doctor trusts the AI system they are using, which in turn reduces the system's overall "User Trust Potential." 
	undefined_2: 
	3: 555
	undefined_3: We recommend that the notion of "loyalty" in artificial intelligence systems be included as a new characteristic or one that is integrated into an existing one (e.g. accountability).  With regards to an AI system, we say that an AI agent is loyal to another entity insofar as the agent successfully serves or adopts that entity’s goals and interests. In the context of trust, incorporating this idea is fundamental because it crystallizes the clash of incentives that may be present in the development and deployment of AI methods and applications.   Unlike humans, AI systems are not intrinsically self-interested. Because of this, society is charged with filling this gap by defining who this technology obeys or what incentives it follows. An AI system that is loyal to an individual will have goals (or an objective function) that satisfy that individual’s objectives. In contrast, a system might face a conflict of interest if it attempts to be loyal to both an individual and another party (e.g. the company that created it). In addition, a system may be disloyal by representing itself as loyal to an individual, while prioritizing the interests of other parties instead.  Therefore, "loyalty" can affect the "perceived trustworthiness" because if a user perceives that a system (correctly or not) is serving an interest other than their own, they are less likely to trust it. However, loyalty need not be binary. Transparently demarcating degrees of loyalty is crucial to avoid scenarios where blind allegiance to the objectives of one entity leads to non-physical harms, including the loss of user trust in the system. Such "disloyalty" can also lead to the destruction of property or bring material harm to individuals. In effect, an AI system could be loyal to several parties or incorporate social maxims (e.g. against breaking international human rights law).   See: A. Aguirre, G. Dempsey, H. Surden and P. B. Reiner, "AI Loyalty: A New Paradigm for Aligning Stakeholder Interests," in IEEE Transactions on Technology and Society, vol. 1, no. 3, pp. 128-137, Sept. 2020, doi: 10.1109/TTS.2020.3013490. 
	undefined_4: 
	4: 658
	undefined_5: The medical AI user scenario serves as an example for why NIST should consider the inclusion of "loyalty" as a characteristic for AI system trustworthiness. Arguably, the most important stakeholder in this scenario is the patient. This is because they are the ones whose health will be directly impacted by the decisions made by any other stakeholder (e.g. the AI system, the user interpreting the decision of the AI system, the hospital, etc...). Considering this, we argue that the output from a medical AI system should be "loyal" to the patient or have their best interests in mind. Without attaching a sense of loyalty to this technology, we can expect scenarios where conflicts of interests can lead to negative health outcomes. For instance, "loyalty" to a hospital may optimize decisions to minimize the cost of care, while "loyalty" to a practitioner could reduce their liability. A completely "loyal" system in this scenario is one that has a fiduciary responsibility to the patient, much as a human doctor does, which would in turn increase trust in the system. 
	undefined_6: 
	5: 673
	undefined_7: The text should refer to Table 7 instead of Table 6. 
	undefined_8: 
	6: 756
	undefined_9: Title of Table 11 should refer to music selection AI systems instead of medical AI systems.
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